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Forecasting demand for household LPG in Indonesia, which uses this energy source as the primary commodity in people's 

cooking activities, is an essential policy tool used by decision-makers to make plans and decisions. Besides that, most of the 

initial studies related to the supply chain always put forward the demand side in determining the next policy planning steps. 

Based on this, a method is needed to obtain the estimated value of future LPG needs. The decision-makers that decide at 

this time in terms of investment, subsidy planning, and supply planning and control systems in their implementation become 

more appropriate and effective. Based on some studies and best practices, time series forecasting can provide better results 

found on these problems. This study uses the Autoregressive Integrated Moving Average (ARIMA) method to estimate 

household LPG demand in Indonesia. ARIMA forecasting of the total household LPG demand will provide a clearer picture 

of taking strategic steps later. 
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1 Introduction 
Energy demand forecasting is one of the most important policy tools used by decision-makers all over the world [1]. 

Energy demand is also a critical factor in planning the development of supporting infrastructure and strategies in the 

procurement process for meeting this energy. One type of fuel currently needed in Indonesia is LPG (Liquified petroleum 

gas), especially household needs. 

Based on the data, the development of LPG use for households in Indonesia had experienced very significant growth. 

Before conversion in 2006, the consumption was only 1.1 million tons to 7.8 million tons in 2019 [2]. This development 

should be a serious concern considering that the increase in LPG consumption must be balanced with the development of 

infrastructure and the proper LPG supply process to positively impact PT Pertamina (Persero) as the executor of the 

assignment in its supply and distribution. From this, we can see the role of accuracy in demand in the planning process, 

especially the procurement of LPG in Indonesia, as shown below. 
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Figure 1: Flow LPG Procurement and distribution planning (left) and Production LPG versus Import (right) 

Figure 1 above shows that in the chain of LPG procurement and distribution plans in Indonesia, the position of demand 

is in the first chain and becomes the basis for subsequent planning. The figure also shows that demand forecasting does 

not affect the amount of production planning at domestic LPG refineries in Indonesia's case. This happens because all 

refineries' total LPG production capacity in Indonesia is far from the total consumption [3, 4], as shown in the following 

graph. 

On the other hand, in planning the supply and distribution chain in fulfilling LPG needs, this demand position is critical 

because Indonesia's geography is very demanding for challenges as an archipelago consisting of approximately 17,508 

islands. This condition causes Indonesia to have a coastline of about 81,000 km or become a country with the second-

longest coastline after Canada [5]. Thus, the accuracy of demand as an input in the supply and distribution chain will affect 

the process's effectiveness and efficiency. On the supply side, the following is an overview of current LPG fulfillment in 

Indonesia. 

1.1 LPG Supply Chain in Indonesia 

 

Figure 2: LPG Supply and distribution pattern in Indonesia 

Figure 2 above shows the complexity in the context of LPG supply in Indonesia because the LPG terminal infrastructure 

has not been able to keep up with the current demand growth rate. As the demand for LPG increases, the existing LPG 

terminals' capacities must be added and improved [2, 6]. However, to keep the operation running well. The supply chain 

still requires floating storage to support its operations. Besides that, the land distribution is no less complex. The following 

is an overview of the LPG supply chain in Indonesia [7] 
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From the figure above, it can be seen that the distribution chain is also quite long. It starts from main LPG terminals to 

agents and LPG bases with more than 30 thousand distribution channels. Based on the above, in terms of the complexity 

of the LPG distribution chain in Indonesia, the accuracy of demand forecasting has a direct impact on the following: 

 The number of subsidies that the government will provide, precisely the case of LPG PSO (Public Service 

Obligation), where the more significant the demand for the value of subsidies issued by the government, the greater 

[2] 

 How much infrastructure capacity in the distribution chain must be prepared by PT Pertamina (Persero) as the 

implementer of supply and distribution activities. 

 How much LPG supply is needed through imports, where the value continues to increase so that the procurement 

strategy must be right. 

 
Based on the total realization of LPG consumption for households, there is a trend of increasing consumption every year, 

as in the figure below [8]: 

 

Figure 3: Yearly LPG Consumption (Million Tons) 

The following factors influenced the increase: 

 There is a population growth rate:  It is known from BPS 2020 data that the total population of Indonesia based on 

the final population census report as of September 2020 is 268.1 million people with a population growth rate of 

1.15% in 2019 [8] 

 Economic growth rate: On this economic growth side, starting from 2015 - 2019, it tends to be stable at 5% [8] .so 

that the effect on demand growth is not significant. 

 The rate of development number of UMKM: Even though economic growth is stagnant at 5%, if the development of 

UMKM is massive enough, this can also affect the total LPG Demand. 

 Addition of conversion areas: Currently, several regions have not converted kerosene to LPG. The addition of 

conversion areas will increase the overall demand. 
For the planning process both in terms of LPG procurement and infrastructure development to be effective, a practical time 

series forecasting method is needed. In this paper, LPG forecasting demand will be carried out using ARIMA (Auto 

Regression Integrated Moving Average) modeling as a scientific approach to existing data realization. 

1.2 Why ARIMA? 

Auto Regression integrated moving average (ARIMA) is a forecasting method with excellent accuracy for short-term 

forecasting and for non-stationary time series data when it is linear [9]. ARIMA is widely used internationally for 

forecasting problems in various fields such as energy demand, inflation, production, and others. 
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Tabel 1 : The Country that uses the ARIMA method for forecasting 

Country ARIMA Forecasting topic  
Turkey[1] Forecasting energy Primer  

Turkey[10] Forecasting Irish inflation using ARIMA models  

Turkey[11] Natural Gas Energy Demand  

Saudi Arabia[12] Forecasting Monthly electric energy consumption  

Spanish[13] Next-Day Electricity price  

Marocco[14] Modeling and forecasting energy demand   

China[15] Forecasting of China's coal consumption  

 

2 Literature Review 

2.1 Forecasting Demand 

Forecasting is an activity that tries to predict future conditions by using past mass data from a variable. Another 

definition of forecasting is the art of determining meaningful information about the future [16]. Forecasting is a vital part 

of an organization's statistics and operations that play an essential role in decision-making. Forecasting functions to predict 

what will happen in the future based on past data. 

In Indonesia, post-conversion use of LPG is undergoing sudden and significant changes affecting many sectors where 

all developments require an accurate and practical reading into the future. Here the forecast is fundamental because it is a 

sign of the continuity of energy management, especially LPG for households in Indonesia. Divination is the science that 

estimates the future rates of several variables. The variable most often in demand, but it can also be something else, such 

as supply or price. Forecasting is the operation of making assumptions about the future value of the studied variable. One 

of them is by using the time series forecasting method. 

A time series is nothing but observations according to the chronological order of time.[17] Time-series forecasting 

models use mathematical techniques that are based on historical data to forecast demand. It is founded on the hypothesis 

that the future is an expansion of the past; that’s why we can use historical data to predict future demand. 

By time series analysis, the forecasting accuracies depend on the characteristics of the time series of demand. If the 

transition curves show stability and periodicity, we will reach high forecasting accuracy, whereas we can’t expect high 

accuracy if the curves contain highly irregular patterns. 

2.2 Auto-Regressive Moving Average 

We can work with the traditional statistical models to model time series, including moving average, exponential 

smoothing, and ARIMA. These models are linear since the future values are cramped to be linear functions of past data. 

During the past few decades, researchers have focused much on linear models since they had proved simplicity in 

comprehension and application. Time-series forecasting models are mostly used to predict demand. Under an 

autoregressive moving average hypothesis, Kurawarwala and Matsuo [18] calculated the seasonal variation of demand 

using historical data and validated the models by examining the forecast performance. Miller and Williams [19] mixed 

seasonal factors in their model to improve forecasting accuracy. The seasonal factors are calculated from the multiplicative 

model. Hyndman widened Miller and Williams [19]. 

Work by applying different relationships between trend and seasonality under the seasonal ARIMA hypothesis. The 

classical ARIMA approach becomes prohibitive. In many cases, it is impossible to determine a model when the seasonal 

adjustment order is high, or its diagnostics fail to indicate that time series is stationary after seasonal adjustment. In such 

cases, the static parameters of the classical ARIMA model are considered the principal constraint to forecasting high 

variable seasonal demand. Another limitation of the classical ARIMA approach is that it requires many observations to 

determine the best fit model for a data series. An ARIMA model is labeled as an ARIMA model (p, d, q), wherein: 

 p is the number of autoregressive terms; 

 d is the number of differences; and 

 q is the number of moving averages. 
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The ARIMA method has been studied in depth by George Box and Gwilyn-Jenkins (1976), so that this method is called 

the Box Jenkins method. The ARIMA method consists of several parts, including: 

 The Auto-Regressive (AR) method was first introduced by Yule Walker (1927) 

 The Moving Average (MA) method was first used by Slutsky (1937) 

 Wold (1938) produced the theoretical underpinnings of the ARMA combination process 

 ARIMA refines processes that include periodic seasonal series and simple development, which provides for non-

stationary functions. 

According to Makridakis, the ARIMA method is often written in the backshift operator. Notation B can be more than one 

[20]. Generally defined as follows: 

𝐵𝑘𝑌𝑡= 𝑌𝑡−𝑘 (1) 

 

The backshift operator 𝐵 can be extended by definition to different (1 - 𝐵). If 𝑌𝑡 is multiplied by (1 - 𝐵), the following 

equation will be obtained: 

 

(1 − 𝐵)𝑌𝑡 =  𝑌𝑡 − 𝐵𝑌𝑡 =  𝑌𝑡 − (1 − 𝐵)𝑌𝑡 =  𝑌𝑡 − 𝐵𝑌𝑡 =  𝑌𝑡 − 𝑌𝑡−1) (2) 

Keep in mind that 𝐵 is not a number, so (1 - 𝐵) is also not a specific number but an operator. 

2.3 Stationary of data 

In using the ARIMA method, the data used must be stationary in terms of both the variety and the mean side. If the data 

used for forecasting is stationary from the start, it will be easier. It can be directly carried out by the autoregressive or 

moving average process, but if the data used is not stationary. It must be made stationary first because it is a condition that 

this ARIMA model can be used. 

2.3.1Stationary in variants 

One of the efforts to make data into a questionnaire in variety is to use the Box-cox transformation. The Box-Cox 

transformation estimates the parameter 𝜆 which is assigned to the Y variable to get the minimum rounded value. If the 

minimum round value is obtained with 𝜆 = 1, then the data does not need to be transformed because there has been freedom 

between the various responses and the average response. With the Box-Cox transformation, the normalcy of the spread, 

the consistency of the error range, and the linearity of the model structure simultaneously can be achieved [21]. 

2.3.2Stationary in mean 

Besides being stationary in variety, the data used must also be stationary in its mean. After the Box-cox transformation 

is carried out, the unit root test is carried out with an Augmented decay fuller (ADF) method. Suppose the observed data 

is not stationary at the degree level. A transformation must be carried out using the difference method where the amount 

of different states the number of orders in the ARIMA model will be used later. The following is the process difference 

equation:  

𝐷. 𝑌𝑡 =  𝑌𝑡 − 𝑌𝑡−1 = 𝑌𝑡 −  𝐿. 𝑌𝑡 = (1 − 𝐿) 𝑌𝑡 (4) 

If the differentiation process has not produced a stationary series, the next level of differentiation (d times) is carried out, 

namely 

𝐷2. 𝑌𝑡 =  𝐷. 𝑌𝑡 − 𝐷𝑌𝑡−1 (5) 

2.4 ARIMA Equation 

The main requirement of the ARIMA model is when AR (p), MA (q), and ARMA (p, q) use stationary time series data 

so that the ARIMA model can be denoted by [22]: 

𝑌𝑡 =  𝐴𝑅𝐼𝑀𝐴 (𝑝, 𝑑, 𝑞) (6) 

If the data used has a seasonal nature like monthly, then a sessional difference is made as in the equation below: 
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𝑆12. 𝑌𝑡 =  𝑌𝑡 − 𝐷𝑌𝑡−12 = 𝑆𝐴𝑅𝐼𝑀𝐴 (𝑝, 𝑑, 𝑞)(𝑃, 𝐷, 𝑄)12 (7) 

3 Methodology and Discussion 

3.1 Methodology 

In modeling to make forecasting of the demand or need for LPG in the future, there are several steps in implementing 

ARIMA, namely: 

 

Figure 4: Step of ARIMA Methode 

3.1.1 Data Collection and examination 

We are collecting and identifying data that will be used for forecasting. 

3.1.2 Determine Stationarity of time series 

ARIMA model can only be used for stationary time series. Therefore, the first thing to do is to investigate whether the 

time series data is stationary or not. If the time series data are not stationary, you have to check with differencing. Some of 

the data will be stationary. 

3.1.3 Model Identification and Estimation 

In addition to determining the d value, at this stage, the residual lag value (q) and the dependent lag (p) value are also 

selected to be used in the model. The main tools used to identify q and p are ACF and PACF (Partial Auto Correlation 

Function/Partial Autocorrelation Coefficient). The correlogram plots the ACF and PACF values against lag. The partial 

autocorrelation coefficient measures the closeness of the relationship between 𝑌𝑡 and 𝑌𝑡−𝑘 while the effect of time lab 1, 

2, 3,… k-1 is considered constant. 

 
Several alternative ARIMA models will be obtained from the results of stationarity identification and ACF and PACF 

identification. The next step is to estimate the autoregressive and moving average parameters included in the model. 

3.1.4 Diagnostic Checking 

After estimating and obtaining parameter estimators so that the temporary model can be used for forecasting, it is 

necessary to conduct a feasibility test on the model. This stage is called diagnostic checking, where at this stage, it is tested 

whether the model specifications are correct or not. 

3.1.5 Forecasting and forecasting evaluation 

After the best model is obtained, then forecasting can be done. In many cases, forecasting using this method is more 

reliable than forecasting using a traditional econometric model. 

3.2 Discussion 

Based on realization data of LPG consumption for households in Indonesia from January 2016 to December 2020, there 

is a trend of data that continues to increase but with varying rates of increase as in the figure below: 
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Figure 4: Plot data Household LPG Demand from Jan 2016 - Dec 2020 

The ARIMA process is then applied to obtain a forecast for the next 24 months from the graph above. As follows: 

3.2.1Determine Stationary of time series 

Model identification is applied to determine whether the data to be used in the LPG forecasting demand is stationary or 

not. From Figure 7 above, it can be seen that the data is not stationary either in a variety or on average. In order for the 

ARIMA method to be used, the data used must be stationary data. Therefore, from the data above, a box-Cox transformation 

is carried out so that the following data are obtained: 

 

Figure 5: Box-Cox Plot for data stationer in Variants 

The data above shows that the first stationarity test uses the Box-cox transformation method so that the data used in 

forecasting is stationary in variants.  In Figure 5 left, the rounded value is still zero. This shows that the data is still not 

stationary to the variants. A second Box-Cox transformation is required. The results can be seen in Figure 7 (right). From 

this transformation, it can be seen that the rounded value is greater than or equal to one, which indicates that the data is 

stationary concerning the variant. After that, check the ACF with the results as shown below: 

 

Figure 6: ACF data (left) and Time-series plot of first difference data 

Figure 6 (left) shows that the first three lags come out of the confidence interval, so the data is not stationary to the 

average. A first difference is made to obtain stationary data both in terms of the variety and the average. Then the demand 
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data plot is obtained, as shown in Figure 7 (right). For the next stationary test using the unit root test with the Fuller 

Augmented decay method, the results are shown below. The figure shows that at α = 5% is -2.9237 greater than the 

statistical value t = -7.0227, and the probability is smaller than 0.05, so the data can be ascertained to be stationary. 

 

Figure 7: of augmented Dickey fuller unit rot test on D(Y) 

From this test, we can write an overview of the ARIMA model in ARIMA (p, d, q), where the stationarity test level 

represents the value of d. So the ARIMA model for household LPG Forecasting demand is ARIMA (p, 1, q). 

3.2.2Model Identification and estimation 

PACF and ACF identification will be carried out at this stage, as shown in Figure 10. In Figure 10 (a) it can be seen that 

the ACF correlogram shows the first lag out of the confidence interval and repeated at the 12th lag so that it can be said 

that the observational data are sessional. The professional model analysis with the ACF display is then carried out, as 

shown in Figure 10 (c). and analysis of the PACF correlogram plot on the Sessional model is also performed.

 

Figure 8: Correlogram of normal and sessional ACF, PACF 
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From the picture above, it can be seen that the data model being observed contains seasonal elements so that the general 

form of the ARIMA model to be used is the professional model with the notation SARIMA (p, d, q) (P, D, Q) 12 with 

some alternative SARIMA ( 2,1,1) (1,1,0)12, and SARIMA (2,1,1) (1,1,1)12. 

3.2.3Diagnostic Checking 

From the two selected models, the final parameter comparisons were carried out where from the figure below, the P-

value was obtained less than 0.05 for both models. From the two last parameters obtained, it is found that the most 

appropriate model for forecasting household LPG demand in Indonesia. 

 

Figure 9: Diagnostic check final parameter 

From the Comparison table, we obtain that the best forecasting models of SARIMA (2,1,1)(1,1,0)12 

3.2.4 Forecasting and Forecasting evaluation 

From these criteria, a suitable model was obtained, and forecasting was carried out for data until 2022 

 

Figure 13: Result of forecasting with ARIMA Models 

4 Conclusion 
With the implementation of household LPG forecasting demand, it is hoped that it can provide a future picture of the 

opportunities and challenges in LPG supply in stock planning and infrastructure preparation to support the LPG supply 

and distribution activities to the community. Based on the result of forecasting, we can see that the trend of consumption 

LPG in Indonesia increases from year to year and will grow with population growth, economic growth, and new conversion 

areas. This demand forecast can also be used to plan policies for developing alternative energy sources for households to 

reduce dependence on imports. 

As additional information, the results of this forecasting are not the only source in determining the amount of LPG 

demand for households in the future. It can become a basis for seeing future phenomena while still paying attention to the 

development of existing substituted energy sources so that in number, they will complement each other. 
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