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Table 1. Ratio of each pattern in actual data anomaly distribution

No Anomaly patterns Description
1 Normal The time response is symmetrical; frequency response is

peak-like (may differ between bridges)
2 Missing Most/all of the time response is missing, which makes

the time and frequency response zero
3 Minor Relative to normal sensor data, the amplitude is very

small in the time domain
4 Outlier One or more outliers appear in the time response
5 Square The times response is like a square wave
6 Trend The data has an obvious trend in the time domain and

has an obvious peak value in the frequency domain
7 Drift The vibration response is non-stationary, with random

drift

Figure 1 shows 7 images each for channels 2, 20, and 35 from the training set. And the coordinate
system is invisible, because the information about duration and amplitude of the vibration response are
not essential for an outline classification.

Figure 1. Examples of data visualization for channels 2, 20, and 35 (samples are reordered by
anomaly patterns): (a) channel 2, (b) channel 20, and (c) channel 35.

3.1. Formatting the title



Figure 2.Workflow of the data processing

3.1.1 Raw Data. The data was measured by the SHM system in January 2012. There were 38 channels
in the system, and each channel contained 744 samples for a total of 28272 samples. The single sample
data was based on 72,000 time points within 1 hour and the sensor collected data every 0.05 seconds.
These samples are divided into the 7 data patterns. The distribution of samples is shown in Table 2. We
can briefly conclude that these eight types of data patterns are distributed inhomogeneous. In addition
to normal data, trend data accounted for the largest share, followed by missing and square data. So, it
is a classification problem with unbalanced labels.

Table 2. Ratio of each pattern in actual data anomaly distribution

Anomaly patterns Quantity (pieces of
data)

Ratio of anomalies
(%)

Ratio of total
(%)

Normal 13575 - 48.02
Missing 2942 20.02 10.41
Minor 1775 12.08 6.28
Outlier 527 3.58 1.86
Square 2996 20.39 10.59
Trend 5778 39.31 20.44
Drift 679 4.62 2.40
Total anomalies 14697 100.00 51.98
Total 28272 - 100

The abnormal patterns of the samples are also labeled as marking normal, missing, minor, outlier,
trend and drift as numbers 1 to 7 respectively. During sample training, we convert the labels into one-
hot labels.

Three data sets are built based on these samples, namely single-channel data set, dual-channel data
set and statistical data set.

3.1.2 Single-channel data set. A 72000 1 image vector is used to visualize the 72000 data points in
one hour of each channel. Then, the image vector is transformed and resized to a 100 100 image pixel
array by sequentially in line-by-line order. There are 38 744 images in total, denoted as

{x , [0,744], [1,38]}t
i t iX .



3.1.3 Dual-channel data set. The raw data undergone a fast Fourier transform to obtain Magnitude
maps. The obtained magnitude maps are converted into 100 100 grayscale maps, which could be
defined as a single-channel data set. The dual-channel data set was obtained from a combination of the
Fourier maps and the above single-channel data set, denoted as {m , [0,744], [1,38]}t

i t iM .

3.1.4 Statistical data set. The statistical characteristics of the data are sorted out. For each sample of
each channel, the mean u, standard deviation s and range r of every 100time points are extracted to
form a 3 720 matrix named. Similarly, we inspect the aforementioned four factors after Fourier
changes every 5 seconds to construct a 3 720 matrix. The above two matrices are combined to the
6 720 matrix. The statistical data set contains 38 744 matrices for 38 channels with 744 samples, in
which each matrix is 6 720. The statistical data set is denoted as: [u,u ,s,s ,r, r ]f f fU .

3.2 DNN tree based hierarchical Classification Model

Figure 3. DNN tree based hierarchical Classification Model

Following the divide and conquer strategy, a hierarchical classification model with deep neural
network tree is proposed for data anomaly detection method. The DNN tree combines convolutional
neural network and deep neural networks with fully connected layers. CNN is used to divide abnormal
data patterns into some easily distinguishable classes. Then DNN models are adopted to classify the
remaining classes which are not be well distinguished. In details, the DNN tree contains three levels:
(1) CNN to divide seven types of data into four categories (134, 2, 5, 67), denoted as C4, in which
the normal classes, the minor classes and the outlier classes are grouped together to form a new class
in the first level.
(2) two DNNs to classify to two classes separately (1, 34, 6, 7), denoted as D2D2;
(3) DNN to classify to the remaining two classes (3, 4), denoted as D2.
So, the DNN tree is presented as C4_D2D2_D2. The DNN tree can be defined based on the data

characteristics. In practice, through experiments it can be seen which classes are easy to distinguish or
not. And the classes which are not easy to distinguish are grouped into one category and then classify
them layer by layer.

The model includes two basic models, namely CNN and DNN. CNN is in charge of image
processing, completing the preliminary classification, CNN is proper for extracting feature of image











Table 5. Comparison of different data sets under DNN model

Architectures Training data set size Training
accuracy

Test dataset size Test
accuracy

DNN

DNN1 1200(normal)+300 6(abnormal
)= 3000samples

0.95444 12375(normal)
+26472(abnormal)

0.93759

DNN2 2000(normal)+500 6(abnormal
)= 5000samples

0.894 11575(normal)
+25272(abnormal)

0.9335

DNN3 400(normal)+100 6(abnormal)
= 1000samples

0.87166 13175(normal)
+27672(abnormal)

0.90157

DNN4 3000 samples at random 0.79967 Total samples-
training samples

0.79314

DNN5 5000 samples at random 0.79713 Total samples-
training samples

0.79876

DNN6 10000 samples at random 0.95057 Total samples-
training samples

0.94646

DNN7 15000 samples at random 0.9562 Total samples-
training samples

0.95103

DNN8 500(normal)+500 6(abnormal)
= 3500samples

0.91886 13075(normal)
+25272(abnormal)

0.89545

In the design of training set size, the single channel data set is used. However, this type of data set
is not the best choice and other type of data set should be considered. So, DNN with statistical data set
and CNN with dual-channel data set is trained of 3000 samples. From the results presented in Figure 8,
the DNN model with statistical data set performs well in distinguishing pattern 1,3, and 4 which are
always difficult to be classified, but it is less able to distinguish between other anomalies. The CNN
with dual-channel data set has high ability to distinguish between various types of anomalies, so it is
applied in our hierarchical model.

Figure 6. The confusion matrix of DNN and CNN

The highlight of the chosen datasets is the statistical data set. The statistical data set is more
advantageous for data information compression and retention compared to a single grayscale graph





in the example includes six patterns of data anomaly, the global accuracy of data anomaly detection
results by the designed and trained C4_D2D2_D2 can achieve 95.5%. Compared with the manual
inspection method, the proposed computer vision and deep learningïbased method is much higher
efficient. While the data preprocessing is more complicated and this model failed to optimize the
separation of anomaly 4-outlier from 1-normal. Because of the numerous data size and extremely
imbalanced proportion between patterns in actual applications, in future work we will use image
processing to increase the number of samples.
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