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Abstract—The world is leading towards an equal experience
in learning in all educational environments, it is also a world
where visual content dominates the digital landscape. Hence it is
our collective responsibility to ensure that no one is left in the
shadows of the information age. By utilizing the power of image
captioning, we are championing the cause of inclusion, enabling
people with visual impairments to navigate the digital world
with confidence and ease. This assistive technology is proposed to
promote accessibility and inclusion in literature, allowing people
with visual impairments to engage with a wide range of written
works. We performed various evaluations to demonstrate the
effectiveness of this proposed model, demonstrating its potential
to improve the reading experience of blind people, thereby
promoting independence and accessibility. Through this paper,
we propose an innovative approach that aims to develop adaptive
assistive technology to enable visually impaired people to access
written and visual content. Ways to design a method of creating
descriptive text descriptions of images and making it easier for
blind people to understand visual content were explored. This
research can be applied in promoting social inclusion of blind
people in various fields and can be extended from the idea of
blind students understanding images in textbooks to the blind
public to have accessible E-learning in digital learning platforms
to enrich their reading experience, in archives to understand
historic artifacts such as images in historic documents, in Public
Transportation to blind travelers to access important information
in Transportation apps and digital displays, in social media
platforms for blind users to understand shared images, in blind
users being able to comprehend visual elements in their health
reports and diagnostic images and overall empowering visually
challenged individuals to traverse the digital world with ease and
confidence.

Index Terms—Assistive technology, CNN, LSTM, Image Cap-
tion

I. INTRODUCTION

The accessibility for visually impaired students is crucial
to give them a sense of independence while reading textbooks
and for fostering inclusion. Visually impaired individuals often
encounter barriers when accessing digital content, especially
images in textbooks, which are typically not described in ac-
cordance to the blind students. The lack of image descriptions
can severely limit the educational opportunities for visually
impaired students, making it difficult for them to engage with
the material on the same level as their sighted peers.

This paper proposes ways to incorporate image captioning
to provide an auditory aid for visually impaired students in the
attempts to bridge the accessibility gap. This paper explores

various CNN models in attempts to determining which CNN
model among ResNet-50, VGG-16, Capsule CNN, and Incep-
tion V3 offers the highest accuracy in feature extraction for
the purpose of image captioning and then exploring the effec-
tiveness of pairing these CNN models with Long Short Term
Memory (LSTM) networks to generate human-like captions
for images. This paper also proposes integrating the image
captioning system with an auditory aid using Google Text-
to-Speech (gTTs) API to provide a seamless user experience
for visually impaired users and developing a user-friendly
Graphical User Interface (GUI) that enhances the accessibility
of educational materials for visually impaired students.

A thorough literature survey was conducted to find related
works, a comparative analysis was conducted with the four
CNN models paired with LSTM to identify the most accurate
combination. The integrated model combining ResNet-50 with
LSTM achieved an accuracy of 0.8884 on the Flickr 8k dataset.
The proposed auditory aid uses the gTTs API in Python
to translate textual images into narratives, ensuring that the
beauty of the visual world is accessible to all. The paper
explains the methodologies and its implementation, results,
and analysis of the result followed by proposing the best model
to improve accessibility for visually impaired students.

II. RELATED WORKS

In attempts to find a suitable model for a implementing
image captioning thorough research was conducted. By high-
lighting linguistic collocations and contextual inference, the
incorporation of language inductive bias into encoder-decoder
frameworks improves the naturalness of output captions [1].
This approach could significantly improve the interpret ability
of image captions for blind individuals as it would help them
significantly combat their disability since they require human
like descriptions for images. Additionally, the comparison
between dynamic and static dictionaries in figure captioning
[2] highlights the importance of handling multi-word units and
out-of-vocabulary words, which could contribute to creating
more descriptive and informative captions for images.

A comprehensive survey of automatic caption generation
from images reveals the necessity for architectural diver-
sity to convert visual data into coherent sentences [10]. It
emphasizes bridging the semantic divide between high-level
abstract notions and low-level visual elements., crucial for



many real-world applications, especially for aiding the visually
impaired in understanding images. Utilizing techniques such
as deep learning-based image captioning models, including
neural networks and LSTM architectures, could facilitate this
process.

Further advancements in attention mechanisms demonstrate
the potential to capture salient image features effectively.[4]
However, there remains room for improvement, particularly
in capturing complex visual relationships. Additionally, the
utilization of separate networks for extracting image topics
that could be understood from the paper titled ”Topic-Guided
Attention for Image Captioning,”. It offers promising avenues
for enhancing attention mechanisms, potentially leading to
more accurate and contextually relevant image descriptions
for the visually impaired.[5]

The paper titled ”Deep image captioning: A review of
methods, trends and future challenges,” is authored by Liming
Xu, Quan Tang et al.(2023), provides a thorough analysis of
current practices, emerging issues, and deep image captioning
techniques. It demonstrates how language production, visual
encoding, and feature representation have evolved in image
captioning systems. [6] Comprehending these developments is
essential to building strong and useful models that help blind
people understand visuals through written descriptions.

Furthermore, the paper titled ”From Show to Tell: A Survey
on Deep Learning-based Image Captioning,” which is authored
by Matteo et al.(2021) provides a survey on deep learning-
based image captioning, emphasizing the essential role of
connecting vision and language in generative intelligence. This
paper underscores the extensive research efforts dedicated to
describing images with meaningful sentences and highlights
the potential benefits of leveraging deep learning techniques
for image captioning tasks.[8]

ResNet-50 and its potential in providing a novel method
to extract image features in a image captioning problem was
discovered through the paper titled ”Human pose estimation
via improved ResNet50,” X. Xiao et al.(2017). This paper
introduces a model for human pose estimation via an improved
ResNet-50 architecture, which is relevant to image captioning
due to its multi-stage cascade approach. Understanding the
advantages of such architectures can provide insights into
building more effective image captioning models that accu-
rately capture the content and context of images.

Several other papers discussed various CNN model architec-
tures that could be employed in a image captioning problem.
With this research four CNN models drew the most attention
which are ResNet-50, VGG-16, Capsule CNN, and Inception
V3.

III. METHODOLOGIES USED FOR AUTOMATIC
IMAGE CAPTIONING

A. The proposed model

In the context of an image captioning project aimed at
assisting blind students in comprehending images from text-
books, the choice of the ResNet-50 model would work the best
offering several advantages. ResNet-50 is a deep convolutional

Fig. 1. Architecture of merge model using ResNet-50 and LSTM

neural network renowned for its exceptional performance in
image recognition tasks. The flickr8k dataset consists of two
kinds of data, 8092 images and text data that contains five
captions for each of the 8092 images. The proposed model
plans on using a merge-model architecture.

After prepossessing the images, the images are used as input
to the model, the pre-processing of images involves resizing all
the images to 224x224 pixels, which is the input size expected
by ResNet-50, then normalizing images by scaling the pixel
values to match the distribution the ResNet-50 model and then
feature extraction. As observed in Fig 1 in this model, the
encoded features of an image are used along with the encoded
text data to generate the next word in the caption.

The text is loaded from the captions.txt file which consists
of five captions describing each image in the Images folder
of the flickr 8k dataset and they are correctly mapped to their
corresponding images using a dictionary in my case named
captionsdict.

The methodology to implement this model involved tokeniz-
ing captions into numerical sequences and standardizing image
sizes for uniformity. To make model training and evaluation
easier, the dataset is then divided into training, validation,
and test sets. A pre-trained ResNet50 model is used for
image scaling and feature extraction to provide fixed-length
informative vectors for each image, which helps with the
creation of captions. Even if the photos in the dataset have
different forms and sizes, scaling makes the images compatible
with the 224x224x3 input size requirement of the ResNet50
model.

A vocabulary that includes all unique words from all cap-



Fig. 2. Flowchart of the proposed model

tions is defined by indexing captions. The text processor uses
Long Short-Term Memory (LSTM) units to encode text data,
producing 128-length vectors. This preliminary stage estab-
lishes the foundation for training an image captioning model
that is skilled at understanding visual content and producing
evocative captions, promoting accessibility and comprehension
for those with visual impairments. To address the identified
challenges and leverage emerging technologies, using this
methodology to help blind students overcome the challenge
of understanding images and we are approaching this via the
flowchart in Fig. 2. Features such as Image Caption Generation
would utilize advanced neural networks to generate descriptive
captions for images, enabling blind individuals to understand
visual content through text. Text-to-Speech Conversion feature
would convert generated captions into speech, providing audi-
tory descriptions of images for blind individuals. Integration of
Assistive Technologies explores the integration of CNNs with
LSTM to enhance image understanding and improve the accu-
racy and coherence of generated captions for blind users. The
creation of a pipeline helps develop a systematic pipeline for
image processing, feature extraction, caption generation, and
speech synthesis, ensuring efficient and seamless conversion
of visual information to auditory output for blind users.

1) ResNet-50 Architecture for Feature Extraction: The
methodology begins with the utilization of the ResNet-
50 model, a deep convolutional neural network
renowned for its efficiency in processing images and ex-
tracting detailed features. This architecture is pivotal for
its ability to address the depth-related vanishing gradient
problem through the incorporation of skip connections
or shortcut connections. These connections allow the
network to learn an identity function, ensuring effective

TABLE I
EXPLAINS THE ARCHITECTURE OF THE PROPOSED MODEL

Blocks Layers Input Size Output Size
Image Feature
Extractor
(ResNet50)

Pre-trained
CNN
(ResNet50)

224x224x3 2048

Text Processor
(LSTM)

Word Embed-
ding

Vocab. Size 256

LSTM 256 128
Output Predictor Merge

(Addition)
128 (Image) +
128 (Text)

128

Dense Layer 1 128 128
Dense Layer 2
(Softmax)

128 Vocab. Size

representations are learned by deeper layers and are
elaborated in Table I.

• Input to ResNet-50: The input comprises images
from the Flickr8k dataset, formatted to a uniform
size to match the input requirements of the model
(typically 224x224 pixels). Each image undergoes
processing through ResNet-50’s initial layers, which
include a 7x7 convolutional layer and a 3x3 max
pooling layer, setting the stage for deeper feature
extraction.

• Feature Extraction Process: The model consists of
several bottleneck layers, each designed to process
features at different granularities and scales. The
output from ResNet-50 is a set of feature maps that
encapsulate the essential visual information from the
input image, which are then flattened or pooled to
serve as input for the LSTM network.

2) LSTM Network for Caption Generation: Following fea-
ture extraction, the LSTM network takes over to handle
the sequence prediction part of the captioning process.
LSTM networks are specifically designed to manage
sequence prediction problems by maintaining a memory
of previous inputs using their internal state and gates,
which allows them to produce a sequence of words as
output.

• Input to LSTM: The LSTM receives the processed
feature vectors from the ResNet-50 model. These
vectors represent a condensed version of the image’s
content, capturing various visual features important
for generating the corresponding captions.

• Caption Generation Process: Inside the LSTM, the
input features undergo a series of transformations
through LSTM cells, which decide what to retain in
and omit from the memory. The LSTM cells contain
mechanisms to modulate the flow of information
using three types of gates: input gates, forget gates,
and output gates. These gates collectively decide the
next word in the caption sequence based on both the
current input (the image features) and the previous



outputs (the words already generated).
• Integration and Dynamic Adjustments: To enhance

the natural language output, our system incorpo-
rates attention mechanisms and dynamic dictionary
adjustments. The attention mechanisms focus on
different parts of the image when generating each
word, allowing the model to create more contex-
tually relevant and detailed captions. This is par-
ticularly useful in complex images where multiple
objects or actions occur.

• Dynamic Dictionaries: The methodology also in-
cludes handling multi-word units and out-of-
vocabulary words through dynamic dictionaries,
which adjust based on the training data and the
specific needs encountered during the caption gen-
eration. This flexibility ensures that the captions are
not only accurate but also rich in vocabulary.

B. Comparative analysis of CNN models with LSTM

1) Comparing VGG-16+LSTM with ResNet-50+LSTM:
The ResNet-50 + LSTM model is characterized by its depth,
featuring a 50-layer deep convolutional network that is adept at
extracting a wide range of features from images, from the most
basic to the most abstract. This depth is important because it
enables the model to identify complex patterns and subtleties
in the visual input, which are necessary for the images to
be accurately and fully described through the captions to be
created.

The ResNet-50 and LSTM merge model was able to employ
two LSTM layers, which work in tandem to process the
sequence of word embeddings. The temporal relationships and
subtleties within the text are particularly well captured by this
dual-layer method, which results in more logical and contex-
tually relevant captions as shown in Fig 1. In contrast, the
VGG-16 + LSTM model, while also effective, has a simpler
architecture as shown in Fig 2. It uses a single LSTM layer
to process the sequence of word embeddings. While this may
be sufficient for basic captioning tasks, it might not capture
the depth of temporal relationships as effectively as the dual
LSTM layers in the ResNet-50 model. Additionally, VGG-16
includes dropout layers, which are instrumental in preventing
overfitting—a common challenge in machine learning. These
layers randomly deactivate certain neurons during training,
which helps the model generalize better to new, unseen images.
However, this technique can also result in the loss of some
potentially useful information.

Another key difference lies in how each model combines
the features extracted from the image with the processed text
data. The ResNet-50 model utilizes a concatenation operation,
which preserves all the information from both the image
features and the LSTM output. This ensures that the final
caption generation process has access to the full spectrum
of data. On the other hand, the VGG-16 model employs an
additional operation, which, while still effective, may lead to
some loss of information as it merges the features.

Fig. 3. Architecture of merge model using VGG-16 and LSTM

2) Comparing Capsule CNN+LSTM with ResNet-
50+LSTM: As a more recent development, capsule CNNs
provide a special method for deciphering spatial hierarchy in
images. The model was believed to potentially lead to better
performance in image captioning trained and tested upon
flickr8k dataset.

However, the actual effectiveness of Capsule CNNs, partic-
ularly in image captioning, is still an area ripe for research,
and their performance may significantly depend on the dataset
and the nature of the task at hand. Therefore, while ResNet-
50 is a reliable choice based on its track record, Capsule
CNNs warrants further investigation to fully understand their
capabilities for image captioning as observed from Table.II
the accuracy represent how the model performed with the test
images.

The routing mechanism and dynamic routing algorithm
are central to the functioning of Capsule Networks, as they
determine the hierarchical relationships between capsules. The
complex routing process leads to issues such as vanishing
gradients, which is a common problem in training deep neural
networks. This occurs when the gradients become too small
for the network to learn from, effectively halting the learning
process. This explains the poor accuracy scores and why the
other models performed better in comparison.

3) Comparing InceptionV3+LSTM with ResNet-50+LSTM:
Another well-known convolutional neural network design that
was compared in this study is InceptionV3, which uses a
unique method for feature extraction and representation. The
inception modules, which are made up of parallel convo-



Fig. 4. Architecture of merge model using Capsule CNN and LSTM

lutional branches with various filter sizes, are the central
components of InceptionV3 which is observed in Fig.5. These
branches enable the efficient extraction of multi-scale features
by capturing features at several resolutions and scales. The
architecture of InceptionV3 contains the stacked inception
modules interleaved with max-pooling layers for downsam-
pling as observed in Fig. 6., culminating in global average
pooling and fully connected layers for classification. By re-
quiring fewer parameters and calculations than previous de-
signs such as VGG-16, InceptionV3 highlights computational
efficiency. Smaller convolutions and dimensionality reduction
strategies are used within the inception modules to achieve
this efficiency. Compared to ResNet-50, InceptionV3 usually
has fewer layers even though it is still deep. In other words,
InceptionV3’s reliance on inception modules may not offer the
same level of capability in capturing nuanced visual informa-
tion in comparison with ResNet-50 but performs better than
VGG-16. Due to its shallower depth and focus on efficiency,
InceptionV3 may struggle to fully grasp the complexities
of images, particularly like in our case when tasked with
understanding long-range dependencies and subtle features
which is very crucial for tasks such as image captioning

Fig. 5. Architecture of merge model using Inception V3 and LSTM

Fig. 6. Down sampling in InceptionV3

especially for blind students.

IV. RESULT AND ANALYSIS

In the analysis of outcomes, the focus is on evaluating the
performance of the image caption generation system developed
within the scope of this individual project. After conducting
the evaluation to find the performance of three well-known
convolutional neural network (CNN) architectures—ResNet-
50, InceptionV3, and VGG-16—in the context of image
captioning, when paired with a Long Short-Term Memory
(LSTM) recurrent neural network with the goal of developing
an assistive technology for visually impaired individuals. The
primary objective was to determine which model architecture
and which one could generate the most descriptive textual
descriptions of images, thereby facilitating the understanding
of visual content by blind individuals. In this system, ResNet-



50 CNN serves as a powerful feature extractor, encoding
important visual information from input images. Through fine-
tuning a comprehensive dataset, the pre-trained ResNet-50
model becomes proficient in capturing the semantic nature
of images, ensuring accurate interpretation of visual scenes.
The encoded features are then passed to the LSTM network,
which acts as a language model to build text descriptions. This
LSTM model generates word-by-word annotations, gradually
building coherent and descriptive stories that match the visual
content. The evaluation encompasses metrics such as accuracy,
precision-recall and F-1 score. The chosen dataset served as
a foundational resource for training and validating the im-
age captioning model, tailored specifically to the educational
context and it was found that ResNet50 paired with LSTM
generated the most accurate captions for images.

Models Accuracy Loss
ResNet50 + LSTM 0.8884 0.4702
VGG-16 + LSTM 0.7648 0.5845

Capsule CNN + LSTM 0.3750 1.0984
InceptionV3 + LSTM 0.7834 0.4889

TABLE II
MODEL ACCURACY AND LOSS COMPARISON

The ability to comprehend visual content through text is a
crucial trait that changes the way blind people acquire informa-
tion. In addition, the generated captions can be converted into
voice using Text-to-voice Conversion technology, which meets
the auditory learning preferences of blind users by providing
an audio representation of the visuals. Through this, a blind
student could hear what the image is trying to portray through
the click of a button.

By integrating this technology, we have facilitated an in-
clusive educational environment where blind students can
experience a level of autonomy in their learning process.
As observed in Fig.8 we can see that the GUI’s simplicity
ensures ease of use, while its efficiency in delivering accurate
image descriptions enhances the learning experience. The
blind student has to only click 2 buttons which are ”Enter” to
continue to the next image in the textbook or the next written
content, then ”Spacebar” to quit the session or in other words
stop reading the contents in the book. This accomplishment
not only signifies a step forward in assistive technology
but also reflects our commitment to creating equal learning
opportunities for all students. The successful implementation
of this GUI stands as a testament to the potential of innovative
solutions in overcoming educational barriers.

V. CONCLUSION

This paper presents a auditory aid based on deep-learning
model which automatically generates human like captions
for images. The proposed model is based on a CNN that
encodes an image into a compact representation evaluating
image features, followed by an LSTM model that generates
corresponding sentences based on the learned image features.
The model was trained to maximize the accuracy of the caption
generated given the image. After comparing four CNN models

Fig. 7. Proposed GUI

the ResNet-50 and LSTM merge model had the best accuracy
among the others. The various reasons that could lead to
ResNet-50 and LSTM’s merge model to work over other CNN-
based merge models with LSTM were analyzed.

The model worked quite well when it was tested on several
images from within and outside the training dataset. The
captions it generated for the images were quite accurate. The
source of the input image also played an important role in
feature extraction and hence caption generation hence the
model can be further trained with diverse datasets.

Moreover, continuous refinement and optimization of the
model architecture and training procedures can lead to incre-
mental improvements in caption quality and generation speed.
Experimenting with different pre-trained CNN architectures
and LSTM variations, as well as exploring alternative text
generation models, can help uncover more effective strategies
for image captioning.

Its applications extends beyond vlind students understanding
textbook images to facilitating accessible e-learning platforms,
interpreting historic artifacts in archives, providing critical
information in transportation apps, and allowing blind users
to understand health reports and social media images.

In conclusion, while the image captioning system developed
in this project demonstrates promising capabilities, there is still
significant room for refinement and expansion and help blind
students understand images from textbooks. This innovation
aims to impact the field of computer vision research and
be able to empower blind individuals in various domains
involving digital or photographic information.

VI. FUTURE SCOPE

The future scope of this research includes several key
areas of development aimed at enhancing the capabilities and
accessibility of image annotation systems. Architecture testing
will involve exploring different pre-trained CNN architectures



and LSTM variants to design sub-strategies topics more effec-
tively. Contextual relevance will be prioritized to ensure that
subtitles fit seamlessly with accompanying academic materials,
promoting a cohesive educational experience.

Interactive features with appropriate electronic hardware
should be developed such that visually impaired students to
actively interact with visual content. A hardware that allows
visually impaired students to ask questions and receive detailed
descriptions of specific visual elements.

In order to enhance comprehension and supplement visual
captions, multi sensory integration—such as using tactile
graphics or audio descriptions—will be crucial. Using a user-
centered design approach will entail working closely with
visually impaired students to modify the system in a way
that best suits their individual requirements and preferences.
Furthermore, tight cooperation with educators will be main-
tained to guarantee conformity with curricular requirements
and instructional strategies.

Finally, the commitment to comply with and contribute to
the development of new accessibility standards for educational
materials will be maintained, ensuring that image annotation
systems remain inclusive and accessible for all users. Through
ongoing research and experimentation, coupled with advance-
ments in deep learning and computer vision techniques, we
aim to further enhance the system’s performance and usability.
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