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Abstract— In recent days, the number of visually impaired 

people has been growing all over the world, and visually 

impaired people may suffer from money transactions (knowing 

each currency paper apart). So, there is some interest among 

many researchers in coming up with ways of providing 

assistive tools or technologies to help these people with 

monetary transactions. In this paper, we will provide a system 

for solving the problem of non-recognized Iraqi banknote 

currencies using AI recognition techniques and obtaining high-

accuracy results. This model’s result is very high, equaling 

approximately 100% testing and validation accuracy using 

mobile Architecture in less than 1 second. 
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I. INTRODUCTION 

It is possible that some people unknowingly utilize the 
phone. Those who are visually impaired (VI), however, 
could not fully enjoy this pastime. The majority of people 
nowadays take reading and writing for granted. The biggest 
worry may be that the user cannot read if they lose eyesight 
[1]. Numerous tools and resources enable users to read 
anything. From perusing medication labels to examining 
upcoming bestsellers. Visually challenged people may read 
newspapers and other articles using braille books, 
audiobooks, magnification devices, and smartphone 
applications. Visually impaired people have access to a 
wide range of reading aids. Remember that with any 
solution, the VI must acquire new ways to read and learn 
[2].  

World Health Organization (WHO) estimated the 
numbers of VI and blind people. In 2018, there were over 
1.3 billion people worldwide [3]. According to Community 
Eye Health Journal research, the number is increasing. The 
left axis illustrates the population of people that have 

moderate to severe visual impairment according to their 
ages in the bottom axis [4]. As an example, people that have 
ages 50 to 54, approximately 1 % of them all over the world, 
are blind, and the rest 5 % have moderate to severe visual 
impairment. 

II. LITERATURE REVIEW  

The recent developments in artificial intelligence 
technology have significantly improved vision-impaired 
assistive tools, especially for currency identification 
functions. Deep learning allows Ashraf  Khalil et al. (2022) 
to create a mobile application for the United Arab Emirates 
(UAE) [5] banknote classification. The application uses a 
Convolutional Neural Network (CNN) trained on different 
denomination images to deliver real-time recognition 
feedback through sound to users [6]. The implemented 
system provides precision in identification and user 
convenience, becoming an essential device for visually 
impaired users in the UAE [7].  

Dutta (2022) [8] developed the currency recognition 
system for VI people. Indian banknotes are recognized 
through an accurate detection method using the YOLO-v3 
object detection algorithm [9]. Smartphone-camera-
processed images allow the framework to provide audio 
reports about currency value automatically. The model 
demonstrates stable performance under different lighting 
situations, making it suitable for everyday applications [10]. 

The application of convolutional neural networks to 
detect and mitigate side-channel attacks highlights AI’s 
potential to enhance security in sensitive data processing [11] 
allows visually impaired users to experience real-time 
surrounding detection and object perception. Through audio 
feedback, users obtain alerts for obstacles from the system 
because it utilizes deep-learning object detection with 
distance sensors [12]. The application of this technology 
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demonstrates how AI can boost the mobility capabilities and 
independence of individuals whose vision is limited. 

Integrating AI in assistive technologies necessitates a 
focus on data protection and cybersecurity. According to K. 
Renaud Lizzie Coles (2022) [13], designers must create 
cybersecurity measures that are accessible to users in their 
modern technology development [14]. Security features 
according to users’ needs should be the focus because 
accessibility must remain available, and personal data 
protection should not be sacrificed when visually impaired 
people utilize assistive applications [15].   

The discussion by Wiktoria Wilkowska et al. (2022)[16] 
focused on privacy awareness in lifelogging technologies that 
demonstrate similarities with assistive frameworks that 
handle continuous personal data processing. The authors 
explain that users should use robust passwords and 
encryption tools to protect their home networks and shield 
their data from hackers [17]. These security precautions 
prove essential in protecting the user data stored by AI-driven 
currency recognition systems.  

Explored optimization techniques for deep learning 
models to enhance the detection of side-channel attacks, 
which supports the development of secure AI-driven systems  
[18][19].  

Shojaei et al. (2020) [20] discuss health data protection 
through test-driven anonymization that safeguards personal 
information and preserves data utility. This methodology 
offers assistive technologies to make user data anonymous 
and reduce privacy risks during data collection and 
processing steps[21].  

According to research by Eleni Gkiolnta et al. (2025) 
[22], developing digital assistive technologies requires 
ethical frameworks. The study examines the necessary 
protocols to guide technological implementations. It shows 
that users must consent while maintaining privacy during 
assisted solution development, and AI applications should be 
utilized responsibly to create effective systems that protect 
user rights [23].  

III. METHODOLOGY 

In [20][24], [25] a CRS for Jordanian papers was 
developed. For this purpose, they used the SIFT [26] 
algorithm called Scale Invariant-Feature Transform. They 
applied this feature extraction algorithm to a large dataset. 

The steps for implementing this method are as follows: 

 The currency paper is captured using a mobile camera. 

 Some image processing functions are applied to 
remove noise and cut currency from the background. 

 Apply the SIFT Algorithm to find (key points) high 
and low values pixels from neighbors. 

 Find a descriptor around every key point to be 
matched later with tested descriptors—the flow 
diagram of this method is shown in Figure 1. 

 

Figure 1. Flow diagram of CRS_SIFT approach 

This approach is applied to paper currencies and coins. 
Figure 2 shows the accuracy and comparisons between the 
color and grey modes tested. The result of implementing the 
SIFT in the color mode is shown on the left, and the grey 
modes on the right. 

 

Figure 2. Accuracy of CRS_SIFT methods in color and grey modes 

In [27], they proposed for recognizing Saudi paper 
currencies. It uses a Radial Basis-Function network to 
classify currencies and uses a correlation function for the 
matching process. The accuracy of this method is different 
for every condition of images, as shown in Table 1. 

TABLE 1. Accuracy of Saudi PCR 

Tilted 

Image set 

Noisy untilted 

Image set 

Normal untilted-

Image set 

Average 

Recognition 

rate 

87.5% 91.65% 95.37% 91.51% 

This proposed method is shown in Figure 3, starting with 
banknote collecting and ending with the classification 
process.  

 

Figure 3. Saudi Currency Recognition Block Diagram 

 

In [28], they proposed an Egyptian CRS for people with 
low vision. Firstly, after capturing the Image on an Android 
smartphone, they implemented some preprocessing functions 
to clean the Image from noise and to facilitate the 



 

 

segmentation process into black for the foreground and white 
for the background [29]. Then, they removed the background 
from the Image to get only the currency. 

Then, they extracted the region of interest (ROI) [30]. ROI is 
the right corner of the currency with a specified number of 
pixels: 50* 50 pixels. They used a correlation function to 
match two objects [31]. This method's accuracy is 89 %, and 
it takes a long time to get a result: 12 seconds per test. 

CRS has become one of the most interesting research 
areas in recent years. As mentioned in the previous chapters, 
the researchers have developed a wide range of CRS. Most 
research focused on currency recognition using MATLAB 
and scanners [32][33]. These methods are not convenient for 
VI persons. The other approaches have some limitations that 
influence the accuracy of the recognition. 

IV. RESULTS 

We implemented a system for recognizing Iraqi 
currencies using deep learning techniques. This system relies 
on using the MobileNet model. The currency will be tested 
with the trained model to classify it into the correct class of 
currencies [34]. The result will be shown on the screen and in 
the voice using text-to-speech (TTS) technology to enable 
visually impaired people or blind people to hear the result. 
This method has a test accuracy of 100 % and a validation 
accuracy of 100% for all kinds of currencies [35][36]. 

This system provides an easy way to recognize currencies 
without the intervention of the visually impaired. After 
opening the application using the Google Voice service by 
saying “ICR App,” the camera will open automatically, and 
the VI should put his currency in front of the camera [37]. 
The phone speaker will inform the currency's value after 
matching the currency features with the TensorFlow lite 
model[33]. Figure 4 shows the Android application user 
interface for ICR. 

 

Figure 4 Android application (ICR) 

A. Steps of training the model 

1) Gathering the training data 
The proposed system requires a large dataset of many 

images, so we used a simple data collection method. We took 
video recordings for every currency [38]. This video contains 
the front and back of each currency with different scaling, 
rotation, and illumination. The result for every banknote is an 

MP4 video [39]. Figure 5 shows the videos of the Iraqi 
currencies. 

 

Figure 5. Videos of the Iraq Currencies. 

2) FFMPEG (Fast Forward Motion Picture Experts 

Group) 

 
Using the following command, we used this FFMPEG to 

split every video into useful images during training. 

 ffmpeg -i dataset/fivehundred.mp4 -r 10  

 dataset/fivehundred/fivehundred_%04.jpg. 

Using FFMPEG, we created a big dataset of 3700 images 
per class from Iraq currencies. Figure 6 shows the process of 
splitting five hundred videos into images. 

 

Figure 6. Process of splitting five hundred videos into images 

3) Create a folder of images for every class of currencies. 
In this step, we provide a folder for every currency with 

the resulting images from the previous step. Figure 7 shows 
the pictures folder for each currency. 

 

Figure 7. Folder of images for each currency. 

4) Retraining the new images. 

We used the Mobile Net V1 model. For on-device or 

embedded applications, this set of TensorFlow computer 

vision models gives mobile devices priority, improves 

accuracy, and saves resources [40] [41]. Demonstrated the 

effectiveness of hybrid AI models for classification tasks, 

which applies to improving the accuracy and efficiency of 



 

 

currency recognition frameworks [42]. MobileNets are 

compact, low-latency, and low-power models that address 

the resource constraints of various use cases. They may be 

utilized for segmentation, detection, embeddings, and 

classification in the same way as Inception and other famous 

large-scale models are made [43][44]. MobileNets are based 

on a streamlined architecture that uses depth-wise separable 

convolutions, which were explained in the background 

chapter [45]. They are used to build lightweight deep neural 

networks. Figure 8 shows the demo of training the model 

using the above commands [46]. 

The following code is the Python script implemented to 

retrain the new data with the model. 

python -m scripts_retrain\ 

--bottleneckDir=TFfiles/currencies\ 

--trainingSteps=1000\ 

--modelDir=TFfiles/models\ 

--summariesDir=TFfiles/trainingSummaries/" 

mobile_net0.50_224" \ 

--outputGraph=TFfiles/retrainedGraph.pb\ 

--outputLabels=TFfiles/retrainedLabels.txt\ 

--architectures=" mobile_net0.50_224"\ 

--imageDir=trainingData/currencies 

 

 

Figure 8. Demo of Training the model using the above commands. 

This script will result in a retrained graph—pb file. 

5) Optimizing for mobile (lite model) 

After retraining our new dataset, we needed to convert the 

resulting file to be used in mobile development, so we used 

a TensorFlow lite converter, a technique provided by the 

TensorFlow library for this purpose [47]. We aim to convert 

the “retrained_graph.pb” to “retrained_graph.tflite” to 

be used in Android development for the classification 

process [48].  

!toco\ 

--graphDef_files=TFfiles/retrainedGraph.pb\ 

--outputFile=TFfiles/model.tflite\ 

--inputFormat=TENSORFLOWgraphdef\ 

--outputFormat=TFLITE\ 

--inputShape=1,224,224,3\ 

--inputArray=input\ 

--outputArray=finalResult\ 

--inferenceType=FLOAT\ 

--inputDataType=FLOAT 

B. Steps of Adding TensorFlow model into an android 

project 

1) Locate the generated tensor-flow Model file and label 

the file on the local computer. Fig. 9 shows the model file and 

labels file on the local computer. 

 

Figure 9. Model file and labels file on local computer 

2) Copy two files into the assets folder in Android Studio. 

Figure 10 shows the model and label file after copying them 

into the assets folder. 

  

Figure 10. Model and Label files after copying them into the assets folder 

3) In-camera activity: periodically take frames, convert 

them to bitmaps, and send them to the Image Classifier class 

for classification. Figure 11 shows the screen after 

converting frames to bitmaps and sending them to the model. 
/*Takes frames and classify them*/ 

  PrivateRunnablePeriodic_Classify = 

      newRunnable(){ 

        @ Override 

        public void run(){ 

          synchronized(lock){ 

            if (run_Classifier){ 

              classify_Frame(); 

            }  } 

          background_Handler.post(periodic_Classify); 

        } }; 



 

 

 

Figure 11. Screen from Converting frames to bitmaps and sending them to 
the model 

4) In the Image Classifier, the bitmap is converted to a 

byte Buffer and sent to the tensor-flow model to perform 

classification and return the currency result. 
  /*Classifies a frame from a stream*/ 

  String classify Frame(Bitmapbitmap) { 

    if (t_flite == null){ 

      Log.e(TAG, "Image classifier has not been initialized; 

Skipped."); 

      return “Uninitialised Classifier.”; 

    } 

    convertBitmap_ToByteBuffer(bitmap); 

    long start_Time = System_Clock.uptime_Millis(); 

    t_flite.run(img_Data, labelProb_Array);// tflite is object that 

can deal with the model 

    long end_Time = System_Clock.uptime_Millis(); 

    Log.d(TAG, "Timecost to run model inference: " + 

Long.toString(end_Time – start_Time)); 

    apply_Filter(); 

    String text_ToShow = print_TopKLabels(); 

    //text_ToShow = Long.to_String(end_Time – start_Time) + 

"ms" + text_ToShow; 

    return text_ToShow; 

  } 

5) The result returns for Camera activity with the 

currency value. 
String textToShow = classifier.classifyFrame(bitmap); 

6) The currency value is sent to the Text-To-Speech built-

in class to be pronounced. 
private void read text(String textToShow) { 

    String[] arrOfStr = textToShow.split(":", 2); 

    t1=newTextToSpeech(get_Activity(), 

newText_ToSpeech.OnInit_Listener() { 

      @Override 

      public void on_Init(int status){ 

        if(status!= Text_ToSpeech.ERROR) { 

          t1.setLanguage(Locale.US); 

          t1.speak(arrOfStr[0], Text_ToSpeech.QUEUE_FLUSH, 

null); 

        }  }    });  } 

 

 Finally, we executed the Build Project and run on an 
Android smartphone for testing. 

V. CONCLUSION  

In this article, we have introduced a mobile-based 
currency recognition framework for blind and VI people 
using image processing and AI techniques. It depends on 
collecting datasets from Iraq currency papers and applying 
some image processing and AI algorithms to extract features 
of currency paper and then save it to a model. This model is 
used in recognition when blind people place the currency 
behind the camera. The matching process begins with 
recognizing the currency’s value and returning the voice with 
the result. It depends on collecting datasets from Iraq 
currency papers and applying training on this dataset using 
transfer learning based on the Mobile Net model. The 
application is tested on Android smartphones. This model's 
result is very high, equal to approximately 100% of testing 
and validation accuracy with a short time of less than 1 
second. 
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