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Abstract

The repeatability evaluation for the 7th International Competition on Verifying Con-
tinuous and Hybrid Systems (ARCH-COMP’23) is summarized in this report. The compe-
tition took place as part of the workshop Applied Verification for Continuous and Hybrid
Systems (ARCH) in 2023, affiliated with the 2023 Cyber-Physical Systems and Internet-
of-Things Week (CPS-IoT Week). In its seventh edition, tools submitted artifacts through
a new automated evaluation system and were synchronized with a Git repository for the
repeatability evaluation and archiving, which were applied to solve benchmark instances
through different competition categories. Due to procedural changes in execution through
the automated system, fewer participants than in past iterations participated in the re-
peatability evaluation this year. The process was generally to submit scripts to auto-
matically install and execute the tools in containerized virtual environments (specifically
Dockerfiles to execute within Docker containers, along with execution scripts). With the
automated evaluation system, most participating categories presented performance evalu-
ation information from this common execution platform.

1 Introduction

This report summarizes the repeatability evaluation of the 2023 ARCH-COMP friendly compe-
tition of the ARCH workshop1, and aims to provide an overview of the reproducibility of results
for the participating verification tools. Verification researchers publish papers that emphasize
computational contributions that depend on computational artifacts, but re-creation of these
computational elements is often challenging because implementation details are unavoidably
absent in papers. To address this, some authors post code and data to websites, but there is
often limited formal incentive to do so, and typically there is no easy way to determine whether
others can actually use or extend the results. Thus, over time, computational results may
become non-reproducible, sometimes even by the researchers who originally produced them.
Over about the past decade and increasingly in the past few years, the research community
has instituted artifact evaluations and repeatability evaluations in various phases of review

1Workshop on Applied Verification for Continuous and Hybrid Systems (ARCH), cps-vo.org/group/ARCH

G. Frehse and M. Althoff (eds.), ARCH23 (EPiC Series in Computing, vol. 96), pp. 189–195

http://www.TaylorTJohnson.com
http://cps-vo.org/group/ARCH


ARCH-COMP23 Repeatability Evaluation Report T. T. Johnson

processes to address these issues. Similarly, the goal of the repeatability evaluation for ARCH-
COMP is to improve the reproducibility of computational results for the tools competing on
the selected benchmarks evaluated in the competition and to provide further confidence in the
results. This year, to give researchers immediate feedback on their submissions, we deploy an
automatic evaluation system (https://arch.repeatability.cps.cit.tum.de/frontend) for
the competition. This ensures that the submitted tools are repeatable at submission time and
gives tool authors immediate feedback on the results of their submissions.

The remainder of this report presents a summary of the repeatability evaluation (RE) results.
The results obtained in the competition have been evaluated by an independent repeatability
evaluation conducted by the author of this report. To establish further confidence in the results,
the artifacts, code, documentation, benchmarks, etc. with which the repeatability results have
been obtained are publicly available on the ARCH website (https://cps-vo.org/group/ARCH)
and a Git version control repository (https://gitlab.com/goranf/ARCH-COMP), and are also
available at the aforementioned automatic evaluation system link.

2 Repeatability Evaluation Overview

The repeatability evaluation of the competition featured seven categories and eleven software
tools, where several tools participated in multiple categories, but have been counted distinctly
for their participation in each category. While the introduction of the automatic evaluation
system has led to overall improvement in the RE, it also led to some confusion among partic-
ipants, leading to some categories not participating in the RE in this iteration, which we will
remedy with clearer and unified instructions in the future. The categories of problems that
tools participated in the repeatability evaluation are:

• AFF: affine and piecewise affine dynamics (3 tools),

• AINNCS: artificial intelligence and neural network control systems (3 tools),

• FALS: falsification (no tools participating in the RE),

• HSTP: hybrid systems theorem proving (1 tool),

• NLN: nonlinear dynamics (4 tools),

• PCDB: piecewise constant dynamics and bounded model checking (no tools participating
in the RE), and

• SM: stochastic models (no tools participating in the RE).

For the categories that have tools that participated in the RE, the tools evaluated, broken
into their competition categories and alphabetically sorted, are:

• AFF

– CORA [1],

– JuliaReach [5, 16], and

– Verse [14].

• AINNCS

– CORA [12, 13],
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– JuliaReach [5], and

– NNV [21, 20, 17, 18, 15].

• HSTP

– HHL Prover [19].

• NLN

– Ariadne [2, 3],

– CORA [1],

– JuliaReach [4], and

– Verse [14].

All of the tools listed above were deemed repeatable based on the evaluation, as summarized
next and detailed further in the next section that describes in more depth the process and results.
Note that due to confusion in the processes this year that led to only some participants using
the automatic evaluation system, those tools that participated in ARCH-COMP23 and are not
included above are not deemed as being not reproducible. As the automatic evaluation system
gives immediate feedback on the reproducibility of the tools in both, in case the repeatability
fails and the benchmark results and times of their submission, tool authors can revise their
submissions as desired. Thus, the effort tool authors put into the competition is also valued in
the repeatability evaluation.

3 Repeatability Evaluation Details

The repeatability evaluation was conducted primarily before and partially following the presen-
tations of the competition results at the ARCH’23 workshop. The basic mechanism followed in
the repeatability evaluation was similar to that done in related conferences, and builds on the
evaluation conducted in prior iterations of ARCH-COMP [6, 7, 8, 9, 10, 11], but augmented
this year with the automatic evaluation system. The primary difference in the ARCH-COMP
repeatability relative to those done at conferences is this evaluation was done primarily by the
author of this report, and not an evaluation committee, as well as aided by the automatic eval-
uation system this year, that allowed authors to automatically produce computational results
based on their artifacts. In many repeatability evaluations, three basic criteria are generally
evaluated: coverage, instructions, and quality, each of which may be rated on a scale, typically
of one through five, where one indicates a missing component or significantly below accept-
ability, and five indicates the criteria significantly exceeds expectations. Coverage evaluates
the repeatability packages’ ability to regenerate the images, tables, and log files presented in
the competition. Instructions evaluates the packages’ ability to describe to another researcher
how to reproduce the results, including installation of the tool and how to execute it. Quality
evaluates the packages’ level of documentation and trustworthiness of results with respect to
the quality of the software tool and the results it produces. This report does not describe the
ratings of these review criteria for each tool evaluated, only the aggregate result of whether
the submission was repeatable or not as deemed by the submitted package and corresponding
artifacts.
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The automatic evaluation system ensured the repeatability of the tools at submission time.
Details can be found on the submission systems website (https://arch.repeatability.cps.
cit.tum.de/frontend/getting-started) and are summarized next. Each submission consists
of a zip file containing a Dockerfile, all required code and license files, and a Bash script to run
the repeatability evaluation. Tool authors are asked to store their benchmark results in a
standardized csv format to make them displayable on the website. After submission, the server
automatically runs the evaluation within a Docker container, saves the results, and displays
them back to the tool authors through the website. In case the repeatability fails, the error
message is forwarded to the tool authors as well. Submissions are initially only visible to the
tool authors. After correcting repeatability issues and double-checking their benchmark results,
tool authors can publish their results to the public leaderboard. The public leaderboard can
be seen by everybody and lists the benchmark results per category in searchable tables. Thus,
every tool author can compare their results at submission time. This improves the transparency
of the competition.

In prior iterations of the competition, the participants were sent instructions to provide
their tool setup instructions and tool execution commands for the benchmarks evaluated in
their respective categories, which were collected on a Git repository (https://gitlab.com/
goranf/ARCH-COMP) by the competitors issuing commits and subsequent pull/merge requests
that were reviewed and approved by the author of this report. We plan to automatically add
the repeatability package of published tool results to the git repository in the next competi-
tion to make the processes clearer, however, one has to ensure to not leak private data (e.g.
license files) to the public, but we retroactively updated the repository with final submissions
in this iteration while preserving privacy. A description of how to run the file should also be
included by the tool authors. The repeatability evaluation was performed on the competition
benchmarks, the selection of which has been conducted within the forum of the ARCH web-
site (cps-vo.org/group/ARCH), which is visible for registered users and registration is open for
anyone to enable sharing of these models and benchmarks.

4 Conclusion and Outlook

This brief report summarizes the repeatability evaluation for the seventh competition for
the formal verification of continuous and hybrid systems (ARCH-COMP’23), conducted as
part of the ARCH’23 workshop at the 2023 Cyber-Physical Systems and Internet-of-Things
Week (CPS-IoT Week). Detailed reports for the categories can be found in the proceed-
ings (https://cps-vo.org/group/ARCH/proceedings) and on the ARCH website (http://cps-
vo.org/group/ARCH). All documentation, benchmarks, and execution scripts for the repeata-
bility evaluation are also archived on the ARCH website, and authors contributed their repeata-
bility evaluations to the Git repository: https://gitlab.com/goranf/ARCH-COMP.

As in previous iterations of the competition and corresponding repeatability evaluation,
several aspects to improve the process were identified. The most important aspect identified
in this iteration of the RE is to improve instructions and clarity for the participants, to ensure
further usage of the automatic evaluation system, along with archiving results. For this, we
will update the repository in advance of the competition with the RE instructions to use the
automatic evaluation system, and refer participants to it in advance. Additionally, we will
augment the submission system, likely so that submissions to the automatic evaluation system
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are performed by pulling from the main repository with the archival competition results, to
ensure that repository contains the evaluated code for archival purposes. Finally, we will likely
archive the results and logs to that repository as well, so that both the artifact execution files
and outputs are available.

Beyond these suggested procedural improvements, there are still numerous aspects to ad-
dress as discussed in prior RE reports (such as model input formats, output/log formats, seman-
tics of more novel classes of models, etc.), but in part through this competition and evaluation,
our efforts may serve to enhance the reproducibility of computational results and increase the
scientific rigor in the community.
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A Specifications of Used Machines

This year, we run all tools on the same hardware using tool-specific Docker images on the
submission system described previously. The specification of the server used for the evaluation
is as follows.

• Processor: AMD EPYC 7742 64-Core

• Memory: 995 GB

• Host Operating System: Ubuntu 22.04

• Docker: 20.10.21
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